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H U M A N - C E N T E R E D  C O M P U T I N G

Myths of Automation, 
Part 2: Some Very 
Human Consequences

in two fratricide incidents. In the fi rst, a  British 
GR-4 Tornado was misclassified as an anti- 
radiation missile and was subsequently engaged 
and destroyed. The second fratricide incident 
 involved a Navy F/A-18 Hornet that was misclas-
sifi ed as a tactical ballistic missile and also was 
 engaged and destroyed. Three fl ight crewmembers 
lost their lives in these incidents. OIF involved a 
 total of 11  Patriot engagements by US units. Of 
these 11, nine resulted in successful tactical  ballistic 
missile engagements; the other two were  fratricides. 
Although signifi cant in and of themselves, these 
fratricides opened the door for a unique look at 
the  human performance problems introduced by 
increasing the complexity of technology and opera-
tions in a major weapons system.

A team from the Army Research Laboratory 
(ARL) began looking into the OIF Patriot fratricides 
and the more general issue of Patriot human-system 
performance, at the invitation of the then Ft. Bliss, 
Texas, Commanding General, Major General (MG) 
Michael A. Vane. Ft. Bliss was the site of the Army’s 
Air Defense Artillery Center and School. In his own 
words, Vane was interested in operator vigilance 
and situation awareness as they relate to the per-
formance using automated air defense battle man-
agement systems. He was particularly concerned 
by what he termed a “lack of vigilance” on the part 
of Patriot air battle management crews, along with 
an apparent “lack of cognizance” of what was be-
ing presented to them on situation displays, with a 
 resulting “unwarranted trust in automation.”

Framed in this way, the explanation for the frat-
ricides involves blaming the human operators.

The ARL’s Assessment
When ARL began looking at contributing factors, 
the fi rst was the undisciplined insertion of more and 
more automation without regard for the downstream 
consequences for human  performance, or any clear 
 notion of how to anticipate and evaluate the down-
stream consequences. Undisciplined automation 
tends to defi ne the operators’ activities as responses 
to the operations of the automation. Otherwise, 
 every function that can be automated is automated. 
 Operators are left in the control loop merely to mon-
itor the engagement process and to override that 
 process only when it’s determined that the weapon 
system’s  engagement logic isn’t accurate. Research 
and  operational experience indicate that this is a diffi -
cult role for operators to perform adequately.1

In the Patriot OIF fratricide case, undisciplined 
automation involved the following factors:

•	Unacknowledged system fallibilities. This is a de-
fi ciency in the technology that’s known but hasn’t 
been satisfactorily resolved. For example, a se-
ries of Patriot operational tests going back to the 
1980s indicated that the weapon system’s au-
tomated engagement logic was subject to track 
misclassifi cation problems. A misclassifi cation 
occurred when the weapon system’s category des-
ignation didn’t match the track’s actual status. The 
sources of automation unreliability weren’t sat-
isfactorily addressed during weapon system soft-
ware upgrades, nor did information about these 
failure points fi nd its way into operator training, 
air battle management doctrine, crew procedures, 
or unit standard operating procedures.

During the major combat operations phase 

of the second Gulf War (Operation Iraqi 

 Freedom—OIF, March and April 2003), US Army 
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•	Adherence to a technology-centric 
design philosophy. System develop-
ers continued to pursue technology-
centric solutions to automation reli-
ability problems—such as increased 
use of artificial intelligence, auto-
mated non-cooperative target recog-
nition, and improved Identification 
Friend or Foe (IFF) query systems.

•	 Failure to keep the operators in-
formed. What made matters worse 
was that operators weren’t informed 
about the problems in track classifica-
tion and identification, or if they were 
informed, little if any effective respon-
sive action was identified for them.

•	Blind faith. Emboldened by Patriot’s 
seeming success in engaging the Iraqi 
tactical ballistic missile threat during 
the First Gulf War, Patriot’s organi-
zational culture and command struc-
ture during OIF emphasized reacting 
quickly, engaging early, and trusting 
the weapon system without question.

•	 Failure to train for expertise. The 
cultural norm of blindly trusting the 
weapon system was exacerbated by 
the air defense community’s tradi-
tional training practices, which were 
criticized in the  Army’s post-fratri-
cide review as emphasizing rote drills 
rather than the “exercise of high-level 
judgment.” The Patriot user commu-
nity  approached training for air battle 
operations in much the same manner 
as less knowledge- and skill-intensive 
tasks, such as system movement and 
setup. The emphasis during train-
ing was on mastering routines (crew 
drills) rather than critical thinking and 
adaptive problem solving. The exist-
ing training was inadequate  because 
it was too short to produce necessary 
levels of operator  competence. It was 
ill-focused  because the training con-
tent didn’t address critical operator 
or crew skills. And it was inappropri-
ate because the instructional meth-
ods weren’t suited to the job’s skill 
content.

•	 Inappropriate job assignment. Nega-
tive results from the inadequacy of in-
dividual and crew training were made 
worse by the branch’s methods of as-
signing personnel to air battle man-
agement crews. Traditional personnel 
assignment practices tend to place in-
experienced personnel in key air battle 
management crew positions. More-
over, routine personnel administration 
practices usually rotate crewmembers 
out of battle staff positions and on to 
other jobs rather quickly. The result 
was that tactical crews were generally 
formed from a unit’s newest and least-
experienced personnel.

In sum, the ARL’s assessment did 
not place blame for the OIF fratri-
cides on the Patriot crews themselves.

Let’s Not Blame 
the Operator
 The ARL review argued that the roots 
of the crews’ apparent performance 
shortcomings could be traced back 
to systemic problems resulting from 
decisions made years earlier by con-
cept developers, software  engineers, 
procedures developers, and others. 
 Indeed, the OIF Patriot air battle 
management crews did exactly what 
they had been trained to do and what 
 Patriot’s command structure and cul-
ture had emphasized and reinforced: 
Trust the weapon system. Crews were 
actively discouraged from question-
ing the  machine’s recommendations. 
That strategy presumes that they were 
qualified to do so, but that was part of 
the problem.

In a weapon system such as Patriot, 
effective control means that  operators—
not the machine—are the ultimate 
 decision makers in engagement deci-
sions. Decisions about whether to shoot 
must be made by crews having:

•	 the technical potential for adequate 
situation understanding;

•	 the background to understand the 
significance of the information avail-
able to them; and

•	 the expertise to notice anomalies and 
adapt according to context, espe-
cially when this necessitates a depar-
ture from standardized—and even 
“mandated”—procedures.

The Army’s post-fratricide board 
of inquiry remarked that the Patriot 
weapon system is too lethal to be 
placed in the hands of crews trained 
to a limited standard. The effects of 
lack of expertise continued to be man-
ifest in subsequent operational tests 
involving Patriot software upgrades.

Painting Yourself into 
a Corner
The Patriot Missile weapon system 
is lethal. Hence, in the early days of 
 Patriot, the Army opted against using 
the weapon system in an automatic 
mode. However, using Patriot against 
tactical ballistic missile threats neces-
sitates the use of the automatic mode, 
because in-the-loop control is too slow. 
The operating concepts and training 
methods weren’t adjusted to compen-
sate for this major change.

Driven by technological opportu-
nity and mission expansion, the role of 
the Patriot air battle management crew 
changed from that of a traditional op-
erator to that of a supervisory control-
ler whose primary role was to manage 
the subordinate automated engagement 
routines controlling the system. That 
is, the subordinate systems automati-
cally close a control loop on the task or 
process. The crew is expected to mon-
itor the technology for correct perfor-
mance, and intermittently respond to 
system cues when necessary. As a result, 
control is indirectly exercised through 
automated engagement rather than di-
rectly exercised through traditional 
manual control. The supervising crew 
is thus “on” the control loop rather 
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than “in” it, as is the case in traditional 
manual control. The term “on-the-
loop” versus “in-the-loop” is quickly 
becoming the standard description to 
reflect this role change.

This change in terminology might ap-
pear minor, but it’s significant for design, 
training, and operational practices. One 
of the myths of autonomy discussed 
in a previous article in the “Human-
Centered Computing” department2 is 
that when technology succeeds, human 
workload is reduced accordingly. How-
ever, the supervisory control approach 
that’s increasingly used to manage “ad-
vanced” technology requires more hu-
man expertise, and training to a much 
higher level of proficiency.

We must consider abandoning the 
word “automation” entirely, as it has 
come to be a code word for “fewer hu-
mans” (seemingly less cost) and “fewer 
experts” (seemingly much less cost).

So, What Do We Do?
The ARL team’s investigation re-
port recommended that the Army re- 
examine the level of expertise required 
to operate a weapon system such as 
Patriot on the modern battlefield. In 
phrasing this recommendation, the 
ARL team deliberately chose to rely on 
the concept of “training for expertise” 
rather than just “training.” Crews need 
to achieve a high level of proficiency to 
be able to think critically about emerg-
ing tactical situations, thus making use 
of extensive technical, tactical, and ex-
periential knowledge. The Army’s post-
fratricide board of inquiry criticized 
Patriot training for emphasizing rote 
battle drills over critical thinking and 
problem solving. The lesson learned is 
that the extensive use of automation in 
battle command doesn’t eliminate the 
need for operator expertise (see p. 2 of 
related article by John K. Hawley3).

To address the expertise issue, the 
ARL team partnered with the Air 
 Defense School on a project intended to  

demonstrate what expertise- focused 
training for Patriot operators and 
crews would look like, how well it 
would work, and how it would be re-
ceived. Expert job performers served 
as instructors, and the demonstration 
implemented a deliberate practice in-
structional model. This engages the 
trainees in work at “tough cases.”4 
The demonstration was conducted us-
ing participants from an operational 
Patriot unit. Results from the demon-
stration project were positive with re-
spect to the evaluation criteria.

Moving Forward?
The focus of training development 
within the Army must shift away from a 
preoccupation with training technology 
and equipment—analogous to the tech-
nology preoccupation in the acquisition 
arena. This shift will require a  renewed 
focus on designing human-centered 
training systems that  support the effi-
cient acquisition of essential skills to 
high proficiency. So far, the Army has 
focused on the use of simulators—not a 
bad approach if it weren’t for the fact 
that it’s using the new technology to im-
plement old training methods (see p. 3 
of Hawley’s other article3). In a 2001 
report on training, the  Defense Science 
Board warned of an increasing risk that 
“training failure will negate hardware 
promise” (p. 2).5 The future will require 
more of our people to do more, new, 
and more complicated things. Unfortu-
nately, old thinking tends to dominate 
training  concept formulation, develop-
ment, and  conduct. We keep doing what 
we’ve always done. This is a frustrating 
reality, because the whys and hows un-
derlying the development of expertise 
are generally known. The challenge go-
ing forward is applying this theory and 
practice in the contemporary training 
environment.

Patriot and other technology- 
intensive systems require  considerable 
operator expertise for effective use. 

 Research indicates that developing 
these levels of expertise requires sev-
eral years of full-time effort just to 
reach the journeyman level. Much of 
this training must take place on the job 
in tactical units, but despite the best in-
tentions, the Army’s formal personnel 
system makes it difficult to keep op-
erators and crews in one position long 
enough to reach the necessary levels of 
on-the-job competence. Inappropriate 
personnel practices can undo the best-
laid training plans and practices.4

After Operation Desert Storm, the 
Army actually reduced the experience 
level of Patriot crews and cut back on 
training. To paraphrase what one offi-
cer explained to the ARL researchers, 
“We thought that automation did not 
require well-trained crews. I guess we 
were wrong.”

And a consequence is that that once 
you have “drained the expertise out of 
the force” it can take a long time to re-
place it. This illustrates another of the 
myths of autonomy2: the erroneous 
idea that once achieved, full  autonomy 
obviates the need for human-machine 
collaboration. Of course, it’s true that 
when used correctly, technology can 
help increase overall work system 
 performance. However, technology—
at least our current technology—can’t 
substitute for human expertise and 
adaptive capacity.

Even Broader Lessons
A good step forward would be to 
 require that the subject of analysis, 
testing, and costing be the work system 
in its organizational context. Look-
ing at the technology alone without 
crews and outside its dynamic organi-
zational context paints a biased picture 
of a work system’s eventual cost and 
performance.6 This assertion comes 
not only from the tenets of human- 
centered computing but from within 
the subject matter itself. In their history 
of technological innovation in  warfare, 
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MacGregor Knox and Williamson 
Murray (pp. 176–177) stated that, 
“Technology did not simplify war, as 
contemporary superstition now claims: 
it made it exponentially more complex. 
Each new scientific development, each 
new weapons system, demanded fresh 
thought and ever-greater tactical, tech-
nical, and logistic expertise.”7

Technology, now commonly re-
ferred to as “automation”—and in its 
more advanced forms, “autonomy”—
has made contemporary work more 
 cognitively complex. Complex systems 
theory and research8–11 shows a broad 
consensus that intrinsic complexity 
can’t be reduced. It’s necessary to ac-
cept complexity—and increasing com-
plexity—as a persistent and pervasive 
fact. And then deal with it. It can be 
deadly to attempt to avoid complex-
ity by making reductive assumptions 
and attempting to implement simple, 
quick-fix solutions. These merely hide 
or ignore the root problem of complex-
ity, resulting in deadly consequences, as 
the Patriot Missile case illustrates.

The increasing use of information 
processing technology in the work-
place changes the nature of work and 
the skill, knowledge, and experience 
requirements of the people who per-
form that work.12 Unit modernization 
involves far more than simply giving a 
unit new equipment and assuming that 
they somehow will use it according to 
the script.

Significant challenges are posed for 
humans by technology-intensive intelli-
gent systems in complex macrocognitive 
work systems. Current concepts for the 
creation and procurement of large-scale 
intelligent systems still rely on training 
and personnel administration processes 
that were created in an earlier time for 
use with simpler technologies and less-
complex application contexts. They 
must be modified to provide the highly 
skilled personnel that contemporary and 
emerging technologies now require.

Going forward, we must escape the 
myth that the complexity of cognitive 
work systems is reduced by injecting 
more automation (Myth 7).2 We also 
must escape the myth that more auto-
mation guarantees reduced cognitive 
workload (Myth 6).2 It’s in the inter-
est of governments to fully embrace 
human-centering considerations in the 
processes that are mandated for large-
scale procurement of intelligent sys-
tems. It’s crucial to fully embrace the 
notion of human-machine interdepen-
dence and acknowledge the necessary 
role of human expertise in the imple-
mentation and operation of intelligent 
systems. As Hawley3 (p. 4) noted, “It 
is a mistake to believe that desired per-
formance levels will be achieved by 
widgets alone” (Myth 3).2 
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